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I. INTRODUCTION

Cybercrime has been called “the single greatest transfer of wealth in history.”1 Unanswered, as of yet, is the long-term effect that cyber force will have on geopolitical power. This Note first compares the differing approaches to privacy and data regulation between the United States and European Union, and outlines several of the European Union’s General Data Protection Regulation (“GDPR”)2 provisions that impact private companies’ use of individuals' private data.3 Next, this Note explores the current cyber security landscape from the United States’ perspective, evaluating both current policies and norms.4 Finally, this Note proposes how a national data and privacy regulation scheme could benefit United States’ foreign policy goals.5

II. DIVERGENT APPROACHES TO DATA AND PRIVACY REGULATION: UNITED STATES AND EUROPEAN UNION

The United States and the European Union are the two main players internationally when it comes to data and privacy regulation—yet each has taken a
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3 See infra Part II.

4 See infra Part III.

5 See infra Part IV.
vastly different approach in the area. This Part first looks at the United States’ approach to regulating data and privacy and then evaluates the regulatory scheme in the European Union under the recently implemented GDPR.

The United States seeks to balance innovation with security from harm, and lacks a national standard when it comes to the use and privacy of data. Different standards apply depending on the type of data or industry involved. As an initial matter, the general regulatory approach to the tech industry has been to err on the side of non-regulation in hopes of encouraging business development and innovation. Therefore, companies’ processing of personal data is not limited unless tangible harm results to consumers or it is otherwise against the law. When regulation does occur, it “is likely to be based on ad hoc intuitions of regulators and judges,” rather than coherent standards. In some ways, contrary to its intentions, the United States’ approach can create uncertainty for businesses. Additionally, this piecemeal approach endangers the personal data of individuals, who might suffer harm or harassment if directly linked to and identified through their personal data. Lastly, the data privacy and security conversation in the United States has historically centered on the due process and individual liberty issues inherent in personal data
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and has been colored by the idea that government surveillance is more dangerous than corporate surveillance.\textsuperscript{13}

On the other hand, the European Union’s default is to require an affirmative legal basis for processing data that can be used to identify individuals.\textsuperscript{14} The GDPR codifies this approach and represents an expansive and comprehensive reimagining of previous privacy law.\textsuperscript{15} The regulation, which has been in place since May 25, 2018, carries the ideal that “[n]atural persons should have control of their own personal data.”\textsuperscript{16} The GDPR supersedes the laws of member states and created a uniform European Union standard for personal data.\textsuperscript{17} Moreover, the regulation modified or expanded prior laws in significant ways. Outside of well-delineated exceptions, it requires that individuals consent to the collection and use of their data.\textsuperscript{18} It also creates individual rights of access to information,\textsuperscript{19} data portability,\textsuperscript{20} correction,\textsuperscript{21} and erasure.\textsuperscript{22} Finally, the GDPR curtails profiling individuals based on their personal data.\textsuperscript{23}

A. United States’ Approach

The United States’ privacy rights have developed in two primary categories: First, within the common law system, through challenges to and interpretations of the Fourth Amendment and individual civil liberties over time; and second, through
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statutes and regulations. 24 Although the former category is more prevalent in current discourse, which often focuses on governmental surveillance and data collection, the latter category carries greater relevance to the current discussion of privacy and data regulations. 25

Prior to the Fair Credit Reporting Act of 1970, no statute protected the privacy rights of individual citizens. 26 While the Fair Credit Reporting Act protects individuals from the actions of corporations, it only covers specific subject matter. 27 Subsequent examples of this approach are the Video Privacy Protection Act of 1988, which prevented “disclosure of personally identifiable rental records of ‘prerecorded video cassette tapes or similar audio visual material,’” 28 and the Cable Television Consumer Protection and Competition Act of 1992, which regulated all data associated with individual cable subscribers. 29

In 1997, as the commercial potential of the Internet was becoming apparent, then-President Bill Clinton issued the Framework for Global Electronic Commerce. 30 The Clinton administration, seeking to balance future innovation against security from harm for individuals, directed the Department of Commerce to regulate the emerging Internet economy. 31 In doing so, the Department of Commerce was to set up a regulatory scheme where businesses and market leaders would play a significant role in developing Internet-related regulations. 32 The approach taken in the Framework for Global Electronic Commerce set the tone for data and privacy

---


25 See id.

26 See id.

27 See id.


29 Cable Television, FED. COMM’NS COMM’N, https://www.fcc.gov/media/engineering/cable-television; see also Children’s Online Privacy Protection Rule (“COPPA”), FED. TRADE COMM’N, https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule (This Rule limited the amount of information that could be gathered about and from children.).


31 Id.; see Stephen R. Miller, First Principles for Regulating the Sharing Economy, 53 HARV. J. ON LEGIS. 147, 152–53 (2016).

32 Hall, supra note 30.
regulation by encouraging businesses to self-regulate when addressing privacy concerns. In response, industry standards and codes, as well as organizations like the Online Privacy Alliance, were developed.

The sharing economy, which has arisen in the past ten years and is entirely based online, provides a striking illustration of how the Clinton administration’s policy for self-regulation continues to hold sway today. Both federal and state regulators have struggled to strike the innovation-security balance when it comes to the sharing economy. The Federal Trade Commission (“FTC”) plays a significant role in regulating the sharing economy. However, the FTC’s approach, as evidenced in its 2016 report, is to refrain from regulation because the “sharing economy is still evolving, and to regulate it now would be to curtail its innovative potential.” In 2017, for example, the FTC entered into two consent agreements with Uber, one for $20 million for false advertising regarding driver compensation, and the other for a 2014 data breach of customer and driver information. The false advertising consent decree is notable in that it represents the same approach taken by the FTC to regulate brick-and-mortar retailers. While the order on data security relates to modern privacy, it does not impose any restrictions on Uber’s use of customer data, and only addresses security breaches.

The regulatory actions against Uber have likely done little to change its collection and use consumer data. Moreover, the FTC’s efforts to change companies’ behavior through fines appears to be ineffectual and faces criticism for
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taking too light a touch. The FTC’s five-billion-dollar fine of Facebook for violating a 2012 consent order was the largest FTC fine of a tech company to date; tellingly, Facebook’s stock rose after the fine was announced. Although some recent FTC penalties have been larger, the fines of European Union privacy regulators dwarf them.

These practices are especially concerning because there are significant questions about consumers’ comprehension of how companies like Uber use their data. Likewise, individuals may not understand the magnitude of personal data collection nor how that data is used. A 2013 ACLU report evaluating data transparency listed privacy as a primary concern for mobile device users. The report outlines that most American online consumers are misinformed about the “nature and extent of [data collected].” Many of those consumers think that companies are required to obtain their consent to gather data and are unaware of the ways they can limit data collection. Critically, when consumers understand how
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their data is collected, used, and shared, they take action.51 According to a Pew study, “fifty-four percent of smartphone users have decided not to download an application upon discovering how much personal information they would need to share to use it, and 20 percent have uninstalled an application upon learning it collected more personal information than they wanted to share.”52 Another potential concern is that companies such as Uber can use data from a position of market dominance to profile and steer consumers in particular directions.53

Lately, however, there are indications that some states are unhappy with the status quo of companies self-regulating the use of individuals’ private data. California, for one, appears to be following the lead of the European Union’s GDPR with the California Consumer Privacy Act of 2018.54 Although California’s law is somewhat more limited in scope than the GDPR, it represents a significant step towards a different approach to data privacy in the United States due to the size of California’s economy and the location of many tech companies within its borders.55 Vermont is another state that has stepped into the arena, albeit more gingerly, with a regulation on the use of individuals’ personal data by third-party data brokers.56 On the federal stage, FTC commissioners recently advocated before the House Energy and Commerce subcommittee on consumer protection for greater power to regulate privacy and data security.57 However, until Congress acts or a critical mass of states lead companies to change their approach nationally, it appears unlikely that the
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United States approach to privacy and data security will shift from a deferential self-regulatory approach.

B. Europe’s Approach

The European Union’s approach to privacy and data security diverges starkly from that of the United States. The divergence stretches back to 1948, decades before the Internet, when the United Nations General Assembly adopted the Universal Declaration of Human Rights (“UDHR”).58 Outlining fundamental human rights with World War II as a backdrop,59 Article 12 of the UDHR states: “No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.”60 With the rise of the Internet, the concept of an individual right to privacy was combined with the idea of personal data protection within the European Union.61

As a consequence, the European Union starts with the assumption that the right to privacy is fundamental,62 which in turn creates an environment where European governments can be more proactive in protecting this right for its citizens.63 Tellingly, privacy rights are enumerated in the constitutions of several European Union member states.64 Additionally, the European Convention on Human Rights guarantees “the right to respect for . . . private and family life, . . . home and . . .
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64 See, e.g., GRUNDEGESETZ FÜR DIE BUNDESREPUBLIK DEUTSCHLAND, [BASIC LAW] May 23, 1949, BGBl. 1, art. 1 (establishing guarantees of personhood and human dignity, from which derive the rights of informational self-determination); CONSTITUCIÓN ESPAÑOLA [CONSTITUTION] Dec. 27, 1978, art. 18 (establishing a right to personal and family privacy as well as limits on data processing).
correspondence.” Overall, the European Union’s approach questions the ability of “market forces” to properly address social issues when compared to effective legislation.

This backdrop led to the adoption of the GDPR as broad European Union-wide protections for data privacy and security. The GDPR also creates significant individual rights. Individuals have a right to transparency and access to their data. Transparency entails having clarity as to when and to what extent an individual’s personal data is being collected and used either in the present or future. Furthermore, “the specific purposes for which personal data are processed should be explicit . . . and determined at the time of the collection.” This precludes the collection of personal data for an indefinite purpose. The preamble adds, “in particular . . . the period for which personal data are stored is limited to a strict minimum.” Access to data gives an individual the right to know “whether or not personal data concerning him or her are being processed,” the right to know the purposes, categories, storage period or criteria, and whether they are subject to profiling.
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Other individual rights created under the rules are the right to data portability,\textsuperscript{75} correction,\textsuperscript{76} and erasure.\textsuperscript{77} Portability requires that, upon request, an individual receive their personal data “in a structured, commonly used and machine readable format and have the right to transmit those data to another” without interference.\textsuperscript{78} Correction allows individuals to demand their data be up to date and mistake free.\textsuperscript{79} The right to erasure, or right to be forgotten, empowers individuals to require the elimination “of personal data concerning him or her without undue delay” in certain circumstances.\textsuperscript{80} Erasure is allowed when the “data are no longer necessary in relation to the purposes for which they were collected or . . . processed,” or where the individual withdraws their consent or objects to the processing.\textsuperscript{81}

Consent is foundational to the GDPR and will likely be the primary way companies collect and process individuals’ data.\textsuperscript{82} Under these Rules, an individual’s data may be processed “only if and to the extent that” he or she has provided consent, or in one of five other limited situations.\textsuperscript{83} Consent must be a “freely given, specific, informed and unambiguous indication of the data subject’s wishes,” and be provided through “a statement or by a clear affirmative action.”\textsuperscript{84} Additionally, a written request for consent “shall be presented . . . in an intelligible and easily accessible form, using clear and plain language.”\textsuperscript{85} Moreover, an individual can “withdraw his or her consent at any time,” and the process for withdrawal must “be as easy” as giving consent.\textsuperscript{86} The text accompanying the rules clarifies that “[s]ilence, pre-ticked
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boxes or inactivity should not . . . constitute consent,” and “[w]hen the [data] processing has multiple purposes, consent should be given for all of them.”87

The GDPR also has a special concern for personal data that is processed through automated decision-making or used for profiling.88 This right is emphasized by its incorporation throughout many other individual rights.89 The right to be free from profiling extends to personal indicators such as “economic situation, health, personal preferences or interests . . . a location or movements” among others.90 In cases of consent to the profiling and automated decision-making, the individual retains the right to “obtain human intervention.”91

The GDPR has not only affected the business practices of companies within the European Union, but also the way that companies treat the data of United States consumers.92 For example, companies such as Facebook and Google are already updating their privacy policies and terms of service in advance of the GDPR’s implementation date.93 Also, certain product rollouts were pulled back from the European Union market.94 Thus, it is fair to say that companies’ prior policies of collection and use of personal data will almost certainly be revised or curtailed. It is still too early to know entirely how companies within the European Union will adapt their businesses to the GDPR, what changes they will also apply in the United States, and the unforeseeable effects that the regulations will have.

Given the extent to which tech companies such as Uber, Google, Facebook, and Airbnb have lobbied against data regulations in the United States, it seems unlikely they will willingly apply the GDPR’s personal data standards wholesale to their United States activities.95 Although proposals to regulate data use have so far failed to gain traction in the United States Congress, there appears to be renewed bipartisan
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interest in moving a proposal forward.\footnote{See Cameron F. Kerry, Will This New Congress Be the One to Pass Data Privacy Legislation, BROOKINGS INST. (Jan. 7, 2019), https://www.brookings.edu/blog/techtank/2019/01/07/will-this-new-congress-be-the-one-to-pass-data-privacy-legislation/.} Also, state regulations such as the California Consumer Privacy Act may lead companies to adopt GDPR-like standards of transparency, access, and consent across the United States rather than having multiple conflicting policies based on state regulations.\footnote{See Goldstick et al., supra note 54.}

While it remains unclear if federal regulations will come to bear, or if individual states’ regulations will result in companies changing their data and privacy practices wholesale, what is certain is that a regulatory framework for data collection and privacy would upend the current United States’ status quo in the arena. Companies using agreements filled with legalese to request consent from customers while also making it difficult for individuals to withdraw consent and terminate the collection of their data might have to change their policies.\footnote{ACLU CAL., supra note 46, at 2–3 (citing Aleecia M. McDonald & Lorrie Faith Cranor, The Cost of Reading Privacy Policies, 41 S. J.L. & POL’Y FOR INFO. SOC’Y 1, 17 (2008) (describing how long it would take consumers to skim website privacy policies)).} Additionally, individual consumers would likely have a stronger private right of action against companies than they currently enjoy.\footnote{See, e.g., Spokeo, Inc. v. Robins, 136 S. Ct. 1540 (2016).} The application of the GDPR or similar regulatory regime would, in short, stand the Internet-based tech industry on its head by exposing the vast amount of personal data collected, analyzed, and likely used to profile consumers.\footnote{See, e.g., id.} As this Note goes on to discuss, regulating the data privacy practices of private companies may carry implications that stretch beyond the rights of individuals.

**III. UNDERSTANDING THE CYBERSECURITY LANDSCAPE**

Cyberattacks have become a part of daily life. On Friday, September 28, 2018, Facebook announced that a cyberattack exploited a vulnerability in their code, compromising the personal information of nearly fifty million users.\footnote{See, e.g., Mike Isaac & Sheera Frenkel, Facebook Security Breach Exposes Accounts of 50 Million Users, N.Y. TIMES (Sept. 28, 2018), https://www.nytimes.com/2018/09/28/technology/facebook-hack-data-breach.html.} Attacks have also reached to the core of American democracy. The most prominent attack—at least within United States intelligence agencies—was Russia’s uncontroverted
hacking and social media cyber campaign to influence the 2016 United States presidential election.\textsuperscript{102} For the average person, however, it can be difficult to assess what level of concern they should feel about cyber threats to their personal matters or the United States’ national stability.

In the realm of cyber conflict, attackers come “in five distinct varieties: ‘vandals, burglars, thugs, spies, and saboteurs.’”\textsuperscript{103} Regardless of the attacker’s style, the most dangerous threats come from nation-state-backed attackers.\textsuperscript{104} The United States faces significant challenges in the cyber realm, which roughly fall into three categories: shaky cyber deterrence, a generalized lack of norms when it comes to the use of cyber capabilities by nation-states, and the United States’ failure to embrace a coherent strategy to address the emerging cyber landscape.\textsuperscript{105} Although the challenges are intertwined, breaking them apart allows for a more nuanced understanding of the problems.

\textbf{A. Cyber Deterrence}

The United States has been unable to deter cyberattacks against the United States government or private companies. General Paul M. Nakasone, Commander of the United States Cyber Command, “conceded in his [2018] confirmation hearing . . . ‘they don’t fear us,’ . . . admitting that after spending billions of dollars on new defenses and new offensive weapons, the United States has still failed to create a deterrent against cyberattacks.”\textsuperscript{106} The most dangerous types of attacks are those directly or indirectly backed by rival nation-states such as Iran, North Korea, Russia, and China who can bankroll attackers and shield them from prosecution.\textsuperscript{107}

Cyber deterrence is critical because of the significant costs that cyberattacks can have. These costs can include direct losses to governmental entities and private businesses, as well as the lost competitive advantages when adversaries steal
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intellectual property.\textsuperscript{108} It is unsurprising that the United States, the world’s largest economy, is the prime target for cyberattacks.\textsuperscript{109} According to Michael Sulmeyer, a former Pentagon official who currently runs a Harvard cyber initiative: “When it comes to cyberspace . . . the United States has more to lose than its adversaries because it has gone further in embracing innovation and connectivity without security.”\textsuperscript{110}

The lack of conversation regarding cyber policy and cyber capabilities is a barrier to creating effective deterrence. Comparing the scope of debate and policy considerations related to the use of nuclear force with the scope of conversation regarding the use of cyber force, it is clear that “[s]o far, there has been no equivalent debate about using cyber weapons.”\textsuperscript{111} The blame for this lack of discussion could lie squarely at the feet of the United States government. “Naturally secretive, intelligence officials and their military counterparts refuse to discuss the scope of America’s cyber capabilities for fear of diminishing” its advantage over adversaries.\textsuperscript{112}

Some contend, therefore, that the United States must show its capabilities and willingness to use its cyber weapons for other nations to understand that “there is a price to pay for truly serious cyberattacks.”\textsuperscript{113} By refusing to take official credit for cyberattacks such as the Olympic Games, or the North Korean “left of launch” missile campaign, the United States fails to link actions and consequences.\textsuperscript{114} The positions taken by former military and intelligence officials, such as James E. Cartwright, retired United States General and former Vice Chairman of the Joint Chiefs of Staff, bolster the arguments that such a link is required in order to deter such attacks.\textsuperscript{115} For example, Cartwright believes these capabilities must be known
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to achieve deterrence, “[b]ecause if you don’t know it’s there, it doesn’t scare you.”itat"116 The message is that establishing red lines in cyberspace will help deter cyberattacks.

Still, an unanswered question is whether to engage in the preemptive use of cyber force. In the past two years, the United States has displayed an increased willingness to use offensive cyber capabilities.117 This shift is evidenced in the United States Cyber Command’s 2018 testimony to Congress that “[t]he United States must increase resiliency, defend forward as close as possible to the origin of adversary activity, and persistently contest malicious cyberspace actors to generate continuous tactical, operational, and strategic advantage[s].”118 However, the risk is that “hacking the hackers” amounts to engaging in a constant war on the enemy’s turf.119 Such a shift in strategy begs the question asked by Kenneth Todorov, a retired Air Force Brigadier General: “Are we, as a military and a nation . . . prepared to go after potential targets in advance? And if so, are we ready for other nations to do the same to us?”120

B. Lack of Norms

The second category of challenges the cyber realm suffers is a general lack of norms. Currently, “the cyber world still operate[s] with almost no internationally accepted rules of behavior . . . countries, terrorists, and tech companies constantly test[] the boundaries with few repercussions.”121 Clear cyber norms are essential to address the risks of a cyber conflict escalating into analog warfare or a cyberattack directed at infrastructure placing the world economy and lives of civilians in danger.122

However, the United States faces two significant hurdles to establishing norms that govern cyberattacks and cyberwar—a lack of willingness to swear off United
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States offensive capabilities and a lack of trust in other nation-states. Theoretically, neither challenge is insurmountable. While “[n]o [c]ountry likes giving up military or intelligence capabilities,” it can be argued that “we have done it before.” For example, “America swore off chemical and biological weapons when we determined that the cost to civilians of legitimizing them was greater than any military advantage they offered . . . limit[ing] the kinds of nuclear weapons we would build, and bann[ing] some.” Thus, some argue it is plausible that “[w]e can do the same in cyberspace, but only if we are willing to openly discuss our capabilities and to help monitor cyberspace for violators.” According to Jack Goldsmith, a Harvard law professor who served in the George W. Bush Justice Department, the missing ingredient for establishing cyber norms “is the United States government’s failure to look in the mirror.” So long as the United States refuses to give up or promise not to use its cyber weapon capabilities, rival nations are unlikely to abandon their cyber arsenals.

Another problem is the United States government’s inability to keep a handle on their own cyber weapons, which not only reduces their deterrent capability, but also puts businesses and individuals at risk. One poignant example is the Stuxnet worm used in the Olympic Games attack against Iran that escaped into the broader cyber world after being deployed, causing broad losses. Another is Shadow Brokers’ theft or leak of a significant number of National Security Agency (“NSA”) cyber weapons such as EternalBlue, which played a key role in the 2017 WannaCry
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and NotPetya attacks. These attacks are estimated to have jointly caused billions in economic losses. Consequently, some argue that if the government cannot keep cyber weapons secret, it might as well broadcast its capabilities to achieve deterrence.

A related issue is the lack of trust between nations competing for cyber power. Speaking about the essentially nonexistent differentiation between intelligence and offensive-focused cyber implants and tools embedded in foreign networks, a senior NSA official said “[w]e can’t convince them. And they can’t convince us,” that an implant is purely for surveillance when it could easily be retooled for offensive purposes. Moreover, when it comes to norms, the United States’ foreign policy track record may sap its moral authority. Other countries can easily call out the hypocrisy in American protests about violations of sovereignty since “[t]he United States d[oes] not exactly have clean hands when it c[omes] to influencing elections in other countries.” In past decades, the CIA, in the interest of foreign policy and economic interests, targeted elections in Italy and Iran, attempted to kill Fidel Castro in Cuba, and “mount[ed] covert influence campaigns for elections in South Vietnam, Chile, Nicaragua, and Panama.” Surmounting this lack of trust will be critical to any effort to establish cyber norms, and may well require the United States to give up actual cyber weapon capabilities in order to create buy-in among potential partners.

C. Lack of Consensus and Coherence on Cyber Strategy

Finally, the United States has faced challenges with strategically comprehending the changing and emerging nature of cyber threats. This subsection explores how broader definitions and understandings of exercising cyber power gave China and Russia key strategic advantages at different times over the United States.
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The United States government’s internal response to Iran’s 2011 direct denial of service, or DDoS, attacks on United States’ banks demonstrated the struggle to comprehend and respond to cyberattacks. Some government officials saw the incident as “the equivalent of an Iranian submarine coming off the [United States] coast and launching something.” Others, however, characterized the incident as “a bunch of Iranians driving down the middle of the street playing a lot of loud music and generally being obnoxious.” Although this type of confusion could seem innocuous, it might also represent a failure to grasp that cyber weapons are “not simply a new tool but also what war fighters call a ‘new domain’: the place where future power conflicts great and small [will] play out.”

The lack of consensus on the role of cyber defense and force also impacted how the United States organized its cyber capabilities. Initially, United States cyber capabilities were somewhat siloed in the different branches of the military and other government agencies, including the NSA, CIA, and FBI. Whereas other nations, such as Iran, put cyber weapons at the top of their arsenals given how reliant all of modern society has become on electronic networks. Thus, the federal government’s creation of United States Cyber Command was one step taken to address past decision-making siloes. However, a broad and coherent strategy for cyber engagement remains elusive.

China’s and Russia’s approaches to cyber power contrast that of the United States. China “[does] not distinguish between ‘economic advantage’ and ‘national security advantage.’ To a country whose power rests on keeping the economy growing, there is no such distinction.” This approach is juxtaposed to that of the United States, which counters that it “breaks into foreign networks only for

---

138 See id. at 50–51.
139 Id. at 50.
140 Id.
141 Id. at 12.
142 Id. at 43, 48.
144 SANGER, supra note 103, at 70–71.
‘legitimate’ national-security purposes,”145 and differentiates that the intelligence collected is not given “to United States companies to enhance their international competitiveness or increase their bottom line.”146 This principled American distinction did little good when China carried out a prolonged campaign of intellectual property and trade secret theft against the United States.147 Undoubtedly, China’s campaign erased some competitive advantages that United States companies had created through painstaking research and development involving millions of dollars of investments.148

Unlike China, Russia was less interested in the theft of trade secrets and intellectual property—rather, Russia approached cyber power as an ongoing campaign in a never-ending cyberwar for global influence.149 This approach culminated most visibly in the effort to influence the 2016 United States presidential election.150 The Gerasimov doctrine, which sees the lines between war and peace as blurry or nonexistent, embodies Russia’s approach.151 Under Russia’s approach, cyber tools and weapons are not siloed; instead, they are a comprehensive part of constant campaign in which they can be combined and recombined with analog weapons to wage constant war.152 Thus, to Russians, cyberwar “was all on a spectrum. At one end was pure propaganda. Then came fake news, manipulated election results, the publication of stolen emails. Physical attacks on infrastructure marked the far end.”153

In the wake of the 2016 election, it became clear that the United States underestimated how potent social media could be as a tool to widen the country’s political and social fault lines. One prominent author on the subject says that “[i]n
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our fixation on the types of cyberattacks we thought we understood—against power grids or banks or nuclear centrifuges—we missed the turn towards manipulating voters.”154 Whereas Russia, with its long history of Soviet propaganda, understood the power that cyber weapons could have to wage a psychological war of attrition on an individual’s confidence in their state and sense of personal security.155 Russia understood that “cyberattacks can be used to undermine more than banks, databases, and electrical grids—they can be used to fray the civic threads that hold together democracy itself.”156

The two leading global cyber powers, the United States and China, reached an agreement in September of 2015 to curb the use of economic espionage.157 The agreement came in the wake of hacks by China in preceding years to steal intellectual property, trade secrets, and United States government personnel information, and led to a “marked drop-off in hacking by the Chinese.”158 Thus, the 2015 agreement points toward the potential for norms to affect the way that nation-states interact with each other in the cyber realm. It may also have been a tacit recognition by China that it is quickly transitioning from being a perpetrator of cybercrime to being a target for such attacks. However, the agreement did not grow past the initial two parties, and may now hold little water, given the current trade war between the United States and China.159

Nevertheless, the 2015 agreement, and China’s role in the global economy, indicate that China will likely be an essential party for any future conversations on cyber norms.160 Chris Painter, the head of the State Department’s cyber unit,
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explained this shift in attitude: “[China] looked into the future and saw that ‘a few years from now, people are going to be stealing industrial designs from the Chinese.’” In a shift President Trump assumed office, the United States has shown increased speed and willingness to attribute cyberattacks to specific perpetrators.

Ultimately, it is clear that cyber-related issues have had a transformative effect on nearly every area of society. This new reality presents immense challenges; in particular, because cyber weapons have shown they do not discriminate between combatants and non-combatants, and cyber power has allowed nation-states and specific interests to engage in campaigns around the clock.

IV. DATA PRIVACY REGULATION AND FOREIGN POLICY

When it comes to data privacy, the conversation thus far in the United States—in particular, since the Snowden revelations—has focused on the risk of overreach by government surveillance programs. One side of the debate contends that federal data collection programs threaten civil liberties while the other contends that large-scale collection is necessary to monitor for radicalization of extremists across the ideological spectrum and prevent future attacks. This part first outlines how the focus on government surveillance, while perhaps merited, has ignored the scope of data collection by private corporate entities. Second, it explains why, given the breadth of data collection by corporations, it is imperative from a foreign policy perspective that corporations engaged in the collection and processing of individuals’ private data have adequate security measures in place and are accountable when they fail to protect the data. Finally, this section suggests that regulating data privacy practices of private corporations could address both the privacy concerns of individuals as well as buttress the United States’ strength as a cyber power and thus benefit its foreign policy.

In the United States, the conversation around data and privacy has most visibly focused on the government’s data collection programs. The American public is of

---

161 SANGER, supra note 103, at 123.
two minds when it comes to government surveillance. Following the 9/11 terrorist attacks, there was broad support for surveillance programs that could enhance national security and prevent future terrorism within the United States. In response, on October 26, 2001, Congress passed the Uniting and Strengthening America by Providing Appropriate Tools Required to Intercept and Obstruct Terrorism Act of 2001, better known as the Patriot Act. The Patriot Act significantly expanded the United States government’s authority to investigate all potential threats, allowing the collection of personal information on the Internet. Additionally, under the Patriot Act, United States agencies could search for information “relating to terrorism” within foreign and domestic databases. Title VII of the Patriot Act also reclassified digital information, entitling key United States government officials access to any information that might “lead to terrorism.”

However, the release of the Snowden leaks in 2013 caused public opinion to turn against the government. Also, by 2013 smartphones had become so commonplace that Chief Justice Roberts, writing for the Court, stated it was “no exaggeration to say that many of the more than 90% of American adults who own a cell phone keep on their person a digital record of nearly every aspect of their lives—from the mundane to the intimate.” Adding some lightness to the opinion, Chief Justice Roberts also commented that cell phones were “such a pervasive and insistent part of daily life that the proverbial visitor from Mars might conclude they were an
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important feature of human anatomy.”173 Thus, it was perhaps not surprising that the United States government’s scope of surveillance displeased many Americans,174 nor that much of the public discussion continues to focus on government surveillance today.175

The private sector plays into the government surveillance narrative by characterizing itself as standing between individuals and the government.176 One way this has occurred is by embracing encryption and resisting government requests for encryption keys and access to encrypted personal data.177 This shift has created tension with law enforcement agencies who see the ability to access evidence of potential criminal activity, track the behavior of investigation targets, and protect United States’ interests as critical to their mission.178 Private sector advocates such as Alex Stamos, security chief at Facebook, counter that collaborating with law enforcement by creating back door access or providing encryption keys would be “akin to ‘drilling a hole in a windshield.’ The entire structure would be so weakened . . . that it would destroy the concept of secure communications.”179 The debate between privacy and security advocates will likely remain a major part of the conversation for the foreseeable future as indicated by the Supreme Court’s ruling last term in Carpenter v. United States, which held the government’s interest in law
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enforcement did not merit “unrestricted access to a wireless carrier’s database of physical location information.”

Although this Note does not address the United States government’s data security practices, they have significant room for improvement. For example, China’s 2015 data breach of the Office of Personnel Management (“OPM”) highlights the danger that suboptimal data and security architecture poses to both the United States and specific individuals. The breach led the United States to recall numerous diplomatic envoys and intelligence officials from China and exposed the highly personal information of over 22 million individuals. Unfortunately, improving the United States government’s entire data architecture is no small task given its vast scope, not to mention the vulnerabilities that state and local governments face.

The convergence of the OPM and the Marriott-Starwood data breaches help explain why the data security practices of private corporations cannot be divorced from United States’ national security and foreign policy interests. The 2015 OPM data breach involved highly sensitive personal information including over 4 million people who worked for the federal government at the time. The stolen data included birth dates, Social Security numbers, medical histories, bank information, and detailed background research on applicants for security clearances. The damage to foreign policy and intelligence was immediately apparent and the United States Department of State reacted by pulling certain diplomats from China.

The Marriott-Starwood hack, which involved the information of some 500 million guests, started around the same time period as the OPM hack and continued.
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through 2018.186 “The names, addresses, phone numbers, birth dates, email addresses and encrypted credit card details of hotel customers were stolen. The travel histories and passport numbers of a smaller group of guests were also taken.”187 Like the OPM hack, the Marriott-Starwood breach has also been attributed to state-sponsored Chinese actors.188 The information from these two hacks alone—which are just some of the many hacks in the past decade and involve only one United States geopolitical rival or adversary—could be used “to identify or recruit an American intelligence agent, nuclear weapons engineer or vulnerable diplomat.”189 Moreover, the lines between the federal government, the government contractors, the military establishment, and the private sector are thin, and security risks could easily travel with an individual from role to role.190

Accepting that cyber is here to stay and acting accordingly is a requirement for any modern global power. More generally for nation-states, the geopolitical implications of cyber threats represent a new frontier full of pitfalls. Henry Kissinger, writing in Nuclear Weapons and Foreign Policy, identified from the outset that nuclear weapons would transform geopolitics, and that such “[a] revolution cannot be mastered until it is understood.”191 Modern geopolitics grew out of the emergence of nation-states roughly 200 years ago.192 Specifically defined borders that mark where one nation’s sovereignty starts and another nation’s sovereignty stops are one of the hallmarks of the nation-state. The flattening of the world by the Internet has arguably turned the geopolitical framework on its head. A country’s borders can no longer be defined by physical barriers such as coastlines, rivers, and mountains that can be protected by border guards and armies. The interconnected cyber world that exists today allows for threats to originate or be masked as coming from thousands of miles away.
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of miles away. Understanding the implications of cyber power, threats, and weapons on strategic decisions and geopolitics generally may well require a wholesale government reorganization of resources and assumptions.

Regulation could help address the vulnerabilities that uncertain private sector data privacy and cyber security standards have created for the United States’ interests. Currently, there are essentially fifty different data privacy regulatory schemes for fifty different states.\(^{193}\) Without a cohesive federal approach to data privacy, the United States’ cyber strategy amounts to thousands of individual soldiers defending themselves separately against coordinated attacks by modern armies. Implementing federal regulations that govern how private companies deal with the private data of their customers could lead to improved data security practices. In addition, companies faced with fines and reporting requirements would have every incentive to cooperate with the United States government to prosecute wrongdoers, and put in place measures that avoid hacks and data breaches in the first place.

However, attempting to legislate corporations’ regulation of data privacy in the name of the best interests of United States’ national security goals might ultimately be a fool’s errand. One challenge for any proposed regulatory scheme involving technology is that the speed of innovation in the technology sector can make a proposed bill or regulation outdated by the time it clears Congress or the agency.\(^{194}\) The cyber world, however, moves quickly.\(^{195}\) A recent display of the challenge posed by the slow pace of regulation is the post-2000 presidential election effort to implement electronic voting.\(^{196}\) Well-intentioned, electronic voting machines have created major vulnerabilities in voting systems around the country.\(^{197}\) Now, even in the face of overwhelming evidence of election systems’ vulnerabilities, Congress has
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been unable to act.\textsuperscript{198} Thus, any solution, however well-intentioned, should be flexible and adaptable to emerging technologies and threats.

Technology companies, however, are not waiting for nations to establish international norms on the use of cyber force and are looking to shape the conversation through efforts such as the “Digital Geneva Convention” or “Cyber Tech Accord.”\textsuperscript{199} Proposed by Microsoft President and Chief Legal Officer Brad Smith, the accord is a private sector plan to institute global rules that protect the civilian use of the Internet.\textsuperscript{200} Led by Microsoft and Facebook, the proposal was signed by thirty-four companies in March 2018 and has grown to over sixty companies.\textsuperscript{201} Although not binding, the Convention commits signors to “not help any government—including that of the United States—mount cyberattacks against ‘innocent civilians and enterprises from anywhere.’”\textsuperscript{202} The companies also commit to “come to the aid of any nation on the receiving end of such attacks, whether the motive for the attack is ‘criminal or geopolitical.’”\textsuperscript{203} However, by focusing on “protecting users and customers everywhere,” the accord creates an inherent tension with the interests of nation-states bound to serve a specific geography and population group.\textsuperscript{204}

Regulating the data privacy and security practices of companies operating within the United States would create unavoidable costs for companies to comply with its regulations and respond to assertions of individual rights concerning data.\textsuperscript{205}
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However, it also may shine the light on unknown data collection and processing practices—which may well be externalizing costs and harm to customers.\footnote{Calo & Rosenblat, \textit{supra} note 35, at 1655, 1669 (footnotes omitted).} If the GDPR proves effective at curtailing negative practices without creating too great a chill on innovation, similar regulations may soon migrate to the United States and other countries, regardless, due to consumer pressure.

Ultimately, upholding America’s position may require a transformative approach to education, intelligence, military, and the economy—that is to say, to every aspect of modern society. An incremental or linear approach to meeting cyber threats could merely ignore the lessons of history and doom them to repetition. “We keep digging for new technological solutions—bigger firewalls, better passwords, better detection systems—to build the equivalent of France’s Maginot Line. Adversaries do what Germany did: they keep finding ways around the wall.”\footnote{\textsc{Sanger, supra} note 103, at xxii.}

Cyberattacks are not going anywhere. It may well be impossible to maintain completely the United States’ past position of power in the cyber sphere, but inaction is not a choice in a rapidly developing arena. Therefore, it is time for the United States to comprehensively reassess its approach to cyber power and regulating data privacy could be a significant step towards effectively protecting and advancing the nation’s interests on the global stage.